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For a polynomial P n of total degree n and a bounded convex set S it will be
shown that for 0 <p ~ (jJ

with C independent of n and of P n E IIn' The Bernstein inequality

will also be generalized and that generalization will be the crucial result. Theorems
for higher and mixed derivatives will be achieved. © 1992 Academic Press, Inc.

1. INTRODUCTION

For a measurable set S the L p norm or quasi-norm is given as usual by

O<P<CXJ
(1.1)

p= 00.

The Bernstein inequality for trigonometric polynomials of degree n, Tn'
is given by

(1.2)

and was proved by S. N. Bernstein for p = co, by A. Zygmund for
1~ p < 00, and, more recently, by Arestov [1] for 0 < p < 1.
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For algebraic polynomials of degree n, Pn' one can show

II P~ II Lp [ -1,1] :s:; Cn
2 II Pnil Lp [ -1,1]' (1.3)

and

II<pP~IILp[~l,l]:S:;Cn IIPn II Lp [-l,l], O<p:S:; 00, <p(xf= l-x 2 (1.4)

which one may call the Markov and the Bernstein inequality, respectively.
In fact, (1.3) was proven by Madov for p = 00 and by Hille, Szego, and
Tamarkin [6] for 1:s:;p < 00, and it is stated for 0 <p:S:; 1 in [7]. The
inequality (1.4), which is a derivate of (1.2), is a copy of (1.2) for p = 00

and is given explicitly for other p when one substitutes W = Wn = 1 in
[9, Theorem 5] (see also [3, Theorem? 4]). We remark that (1.3) can be
derived from (1.4) for 0 < p < 1 (see <' 1 4) and hence, we do not really
rely on the unpublished proof of [. ~

For multivariate trigonometric polynomials, degree is a direction
dependent property, and works on the subject reflect that fact and use
derivatives in the axes' directions. For algebraic polynomials, one may
consider polynomials of total degree, a concept which is independent of the
directions of the axes. Hence, multivariate generalizations of (1.3) and (1.4)
may take a form which does not follow from the multivariate trigonometric
case in the way that (1.3) and (1.4) follow from (1.2). In fact, one uses (1.3)
and (1.4) to obtain their multivariate analogue.

The result achieved in this paper attempts to obtain easy to use estimates
rather than the most general ones. For a point v E S, the directional
distance from the boundary, a(v, 0, is given by

a(v,~)= Sup d(v,v+A.~) Sup d(v,v+A.~). (1.5)
O<,l. ).<0

V+~ES V+~ES

The main result of the paper is

(1.6)

We will deduce a Markov type inequality from (1.6) and a discussion of the
"main-domain" of Pn'

We found out that a large portion of our result in Section 4 on the
Markov inequality was superceded by results of P. Goetgheluck [4, 5]. He
treated Lipschitzian compact sets and 1 :S:;p:S:; 00 instead of compact convex
sets and 0 <p:S:; 00 here. I believe that since the result in Section 4 was
easily extended to all p > 0 and the proof was relatively simple, Section 4
is still a worthwhile contribution. I believe that Goetgheluck's theorem will
extend to all p > 0 and hope that this will be proved in the near future
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(maybe by P. Goetgheluck). In fact, the history of results related to
Section 4 is very rich. Multivariate Markov inequalities seem to start with
Coatmelec [2J and were pursued by Paulucki, Plesniak, and others (see
[10, 11 J). In particular, one should mention H. Wallin who wrote many
articles on the subject. Nevertheless, the results of Section 4 here which are
useful with the present simple conditions do not follow completely from
these articles.

2. THE MULTIVARIATE BERNSTEIN INEQUALITY

In this section we will prove the following result which is a Bernstein
type inequality.

THEOREM 2.1. For a bounded convex set S c R d
, any direction ~ (I ~ 1= 1

where I~ I is the Euclidean norm of ~), integer r, and 0 < p ~ 00, we have

where C(p, r) is independent of S, ~, n, and Pn-

Remark. If So = 0, the result is trivial for Lp(S). For fE C(S), one
would have an analogue of (2.1) even for So = 0 if ~ is restricted
sufficiently (see also Remark 4.3).

Proof For a vector ~ and a convex set S, we define S(() as the
orthogonal projection of S on Rd-l(~) where Rd-l(O.l~. We now define
for u E S(~),

Al = Al (u, ~) == Inf(A; u + A~ E S)

and

For 0 <p < 00, we write

(2.2)
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To estimate In(~, u), we write

Z. DITZIAN

In(~' u)= (2!((A-Ad(A2-A))'/2 (:;Jr Pn(U+A~)IPdA

= A2 - Al II 1(1-11.2y/2 (~)r
2 -1 aJ1

( (
A2 - AI) Al + A2 ) IPXPn u+J1 -2- ~+-2-~ dJ1,

where J1 = 2((A - Ad/(A2- AI)) -1, 1- J12 = (2/(..1.2- Ad)2 (A - Ad(A2- A)
and a/aJ1 = ((A2- Ad/2)(a/aA). Since for fixed u and ~, Pn(u + J1( (A2- Ad/2) ~
+ ((A'1 + A2 )/2) 0 is a polynomial in J1 of degree n or smaller, we use the
known result (1.3) to obtain

with C(p, r) depending on p and r but not on n or Pn. Therefore,

{ }
1/P {A2 }1/Pf In(~,u)du ~C(p,r)nr I I IPn(U+A~WdAdu

S(~) S(O A)

= C(p, r) nr II Pnil Lp(S)

which completes the proof for 0 <p < 00. For p = 00, we have

Il
il(., ~Y/2(~)r Pn(·)11

a~ Lryc(S)

= Sup Sup 1((A-Ad(A2-A))'/2(:A)r Pn(r+A~)1
UES(O ;.l!~,U)";;.';;;.2(~,U)

~ Sup Sup 1(1- J12y/2 (! )r Pn(u + J1 (A2-2 AI) ~ + Al +2 A2 ~) I
UES(~) 11l1,,;1 UJ1

I ( (A2 - AI) Al + A2 ) \~C(r)nr Sup Sup Pn u+J1 -2- ~+-2-~
UES(O 11l1,,;1

~C(r)nrIIPn(')IILryc(s)' I
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From the proof of Theorem 2.1, we observe that we actually have:

277

THEOREM 2.2. If (instead of assuming that S is convex) we assume that
Sn {x+ t~: tER} is convex for all x, then (2.1) is still validfor that ~ with
C(p, r) of Theorem 2.1.

3. MAIN DOMAIN

In this section, we will show that we can reduce the domain S a little
without changing the order of magnitude of the norm or quasi-norm of Pn'

In one dimension, the estimate of this type was given for 0 <p:::; 00 by

1)

where C(p, A) is independent of nand Pno (See for instance for 0 < p < 00

[9, Lemma 3], setting there (J. = f3 = y = 0 and repeating with iJ to get
and for p?:-l, see [3, Theorem 8.4.8], setting there W= 1, see also [8].)
We define Se for a set S by

Se= {UES: {v: lu-vl :::;e} cS}, (3.2)

where Iu I denotes the Euclidean norm of u.
It is obvious that if S is convex, so is Se and that Se c S. We are now

ready to state and prove that main reslt of this section.

THEOREM 3.1. For any bounded convex set S, A> 0, 0 <p:::; 00, and
n?:- no(A, S),

(3.3 )

where JIn is the collection ofpolynomials of total degree n.

We note that in Theorem 3.1 the constant C(p, A, S) in (3.3) depends on
S while in Theorem 2.1 the constant in (2.1) does not. This fact is inherent
as in Theorem 2.1 the factor d(·, ~) compensates for the geometric structure
of S.

We will need the following Lemma.

LEMMA 3.2. Suppose V is a bounded convex set satisfying for the
direction ~

Inf SUP{IA.2-A.ll:u+A.i~EV,i=1,2}?:-r/2 (3.4)
UE v
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and define V(~, Bn- Z) by

V(~, Bn- Z) = {u E V: (u - Bn-z~, U+ Bn-zO c V}. (3.5)

Then for 0 <p ~ 00 and n ~ no(d, B),

II Pn II L p ( V) ~ C(r, B) II Pnil L p ( V(~, Bn-2»,

where C(r, B) depends neither on the shape of V nor on n.

(3.6)

Proof of Lemma 3.2. We define V(~) as we defined S(~) in the proof of
Theorem 2.1. That is, V( ~) is the orthogonal projection of V on Rd

- 1(0
where Rd-1(O 1-~. For UE V(~), A;(U,~) U= 1, 2) is given by

Al (u, 0 = Inf{A: U + A~ E V}

and

Az(U, O=Sup{A: U+A~E V}.

We observe that (3.4) implies

For 0 <p < 00, we write

We now estimate In(~, u) by

In(~,U)=AZ;Al tllpn(U+JlCZ;Al)~+Al;Az~)IP dJl

Az-A 1
~-2-C(Bl'P)P

~C(Bl'P)P r2-Bn-2IPn(U+A~WdA
111 +Bn-2
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with BdP'2-Al)j2)~B or BdrI4)~B, The prooffor L oo follows standard
changes when we observe that Pn is continuous. I

Proof of Theorem 3.1. In order to prove Theorem 3.1, it is sufficient to
construct a finite number of Vi satisfying:

(a) inequality (3.4) is valid for all Vi with respect to some ~ i'

(b) U; ~ 1 Vi = S, and

(c) Vi(C Bn- 2
) c SAn-2 for some B.

If the above are satisfied, we have

I

II Pn II Lp(S) :( C L II Pn II Lp(Vi)
i=l

I

:(C L C(B,P)IIPnIILp(vi('i.Bn-2))
i~l

(where C = 1 for 1 :( p :( 00 ) and hence, the construction of Vi will yield the
proof of our theorem.

We define Vi first. If IIPnIILp(s)=O, the inequaLty (3.3) is trivial. For
O<p:( CfJ, a convex set Sand IIPnIILp(s)#O, S contains a ball U of d
dimensions with radius r>°and center Uo' We define

which is an intersection of S with a cylinder (d dimensional) with center Un'

direction ~, and radius r13. As the diameter of S is finite, say L, a finite
number of those V, will cover S. In fact, a bound of the number can be
given in terms of L, r, and the dimension d.

It only remains to prove that for some B depending on A, r, and L, we
have

This follows from the fact that

S:::J conv hull {Vi U U} = T

and hence

640/70/3-2
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We now observe that for TAn -2 to contain V(¢i' Bn- 2
), we have only to

choose B sufficiently large, where B depends on the ratio Llr. I

Remark 3.3. We note that for p = 00, it is possible for a convex set S
and a polynomial P n to satisfy IIPn(·)llqs)#O while SO=0. Of course
SAn-2 C SO and hence, (3.3) will not always be valid with the C norm if
So = 0. However, in such a case, if S contains more than one point,
Scu+T(Rd-J) where Rd-J is the d-j (d-j>O) dimensional Euclidean
space, and T is a regular linear transformation. In this case, S has an inte­
rior point in the Rd-J sense. The polynomial Pn is at most of nth degree
on the map of Rd-J and Theorem 3.1 can be restated in u + T(Rd-J) with
the C norm (or in the L oo norm) restricted to u + T(Rd-J).

4. THE MARKOV INEQUALITY

In this section, we will give a multivariate version of the Markov
inequality. (The case p = 00 will be discussed further in Remark 4.3.) See
also [4, 5, 10, 11].

THEOREM 4.1. For a bounded convex set S, 0 <p ~ 00, a direction ¢, and
a polynomial Pn of total degree n, we have

(4.1 )

where C(p, S) depends only on p and S.

We note that, in fact, So # 0 as So = 0 implies for 0 <p ~ 00 that both
expressions in (4.1) are equal to O. Theorem 4.1 implies the following
corollary.

COROLLARY 4.2. Under the assumptions of Theorem 4.1, we have for
directions ¢l' ... , ¢k, the inequality

(4.2)

Proof of Corollary 4.2. Repeating (4.1) k times, we have (4.2). I

Remark 4.3. For p=oo, IIPn(·)IIL",(S)=O if SO=0 but IIPn(·)llqs)
may be different from 0 even if So = 0. In this case, there is a j such that
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Uo + T(R d
- i)::::J S. The smallest number d - j for any Uo is unique. If

d-j?:-l, we translate the space by Uo and in the topology of T(Rd~i), there
is an interior point. In this case, Theorem 4.1 is still valid for ~ E RR - i. For
Lp(S) the result is valid trivially in case So = 0.

Proof of Theorem 4.1. For 0 < p ~ (fJ, we have

II
a II II a II-p (.) = -p (0)
a~ n Lp(S) a~ n I Lp(S")

(4.3 )

for a convex set S with an interior point and hence we may assume that
S is closed (or open). To prove our theorem, it is sufficient to show that
there exists a finite collection of sets Vi satisfying the following properties:

(a) To each Vi there is a direction ~i such that

Vi = U (Vi + )"~J !l S.
J.ER

(4.4 )

(b) For every point XE Vi' SUPX+)j~iEVi 1)'2-)'11?:-r with respect to
its direction ~i'

(c) For every point Z E S, {x: 1x - Z I < r} !l S is covered by d of the
sets Vi' say Vi' 1~j ~ d, such that the directions ~i are independent. This

J J

implies that there exists a finite cover V/ such that each set V/ is covered
by d of the Vi with independent ~ i satisfying (a), (b) and instead of (c) for
every XoE S, {x: 1x - Xo 1 < r/2} !l S is in some VI'

Assuming that we can construct the Vi and V/ as described, it is
sufficient to estimate II (a/ao Pn(' )11 Lp(Utl by

(4.5 )

With no loss of generality, we call the direction ~ (instead of ~i) and the
set V instead of Vi' We observe that even if the constants depend on these

}

quantities, i.e., on ~ on V, it would not make a difference as there are only
a finite number of them to be considered. Using the fact that (a/ao P n is
of total degree smaller than n, we utilize Lemma 3.2 to obtain

III aO;:pn(-) II ~C(r,B)II:;:Pn(·)11 _ ' (4.6)
.., Lp(V) .., IILp(V(~.Bn 2)
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where V(~, Bn- 2
) is given by (3.5). We now write for some fixed B,

II 0 II 11- 1/2 0 II- P (.) ~ Cn d(· ~) - P (.)
o~ n Lp(V(~,Bn-2» 'o~ n Lp(V(~,Bn-2»

~ Cn II d(., 0
1
/
2 :~ P n (·) tP(V)

~ Cn II d(., ~)1/2 :~ Pn (-) tP(S) ~ C 1 n
2

II Pn (· )11 Lp(S)'

Therefore, we only have to show that the construction described above is
possible.

A convex set S with an interior point X o has a ball of radius 3r,
{x: Ix - Xo I < 3r} inside S. Take any direction ~ and observe the sets
(cylinders) A± = {A~+x:AER±, Ix-xol <r}. We will now show that
there are d sets Vi., 1~j ~ d, with d independent directions that cover

J

A + n S (or A _ n S) and this will be sufficient for our construction. The
boundary of S intersected with A + has a point y (or many such points)
most distant from the d - 1 dimensional plane perpendicular to ~ and
passing through xo, Rd-l(XO, O. Projecting that point (or one of the
points) on Rd-l(XO, ~), we have a point Xl' The d-2 dimensional sphere
{x: Ix - xII = r} n Rd-l(XO, ~) is now created and on it we can choose d
equidistant points which we connect to y chosen above to create our d
independent directions ~j' The line connecting any point in A + n Sand
R d

-
l (xo,~) in the ~j direction will be in S by convexity and will meet

Rd-l(XO'~) in {x: Ix-xol <2r} nRd-l(xo,~) by the choice of y. If a
point in {x: Ix - Xo I < 2r} is on that line in the ~ i direction, a segment of
length 2r in that direction is in S. We choose Vj to be

Vj = {XE S: Sup I Al - A2 1 > 2r, x + Al~j' X+ A2~jE S}.
}.i

The above argument now shows that Vj covers A + n S. It is easy to see
that (a) and (b) of our choice are trivially satisfied. The cover Vl , ... , Vj will
co¥er A + n S and hence one can choose a cover that satisfies (c) as
well. I

5. REMARKS

We note that in spite of some similarities, the constructions in Sections 3
and 4 have some differences and the theorems in those sections are only
partially interdependent.

In [3, Chap. 12], a comparison between some moduli of smoothness and



BERNSTEIN AND MARKOV INEQUALITIES 283

best polynomial approximation is given. There are the obvious connections
between the inequalities investigated here and the relations given there.
However, we use here d(e, x) which has a somewhat different definition
than ds(e, x) used in [3]. This should not make any difference as one may
observe immediately that

(5.1 )

and hence, defining w~(f, t)p with d(e, x) replacing ds(e, x) would lead to
an equivalent expression.

In [3, p.202], the expression w~(J, t)p was also compared to polyno­
mials of best approximation on a simple polytope S. The expression
w~(J, t)p is derived by examining only the directions of the edges of the
polytope S. While w~(J, t)p and w~(J, t)p are not equivalent for p = r:IJ

(and p = 1), they are close enough as [3, Theorem 12.2.3J shows.
If we take the example of the simplex (triangle) x, y ~ 0, x +Y ,,;; 1, the

direction of the edges is e1 = (0,1), ez= (1, 0), and e3 = (1/)2)(1, -1). For
these edges, one may replace dS(e i , (x,y)) or d(e i , (x,y)) by x(1-x-y),
y( 1- x - y) and xy for i = 1, 2, or 3, respectively. In fact, for i= 1 and i = 2,
the above is d(e i , (x,y)) and for i=3 it is (1/2)d(e3' (x,y)). Hence,
w~(J, t) for the triangle S is obviously equivalent to
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